
GenAI

Trained on huge
amount of corpus

200 billion
words in GPT 3

LLM

Few-shot learners Van generalise to new tasks and
domains with only a few example

Has understanding of structure
and patten of language

Difficult to compete with models
from OpenAI, Google etc

These models
are really good

Require huge manpower
and GPU servers

Limitations of ChatGPT

Students are misusing to
complete homework

Disinformation Malicious and
deceptive campaigns

Ethical issues

Collected data from
artists and art forms

Kelly McKernan
filed lawsuit

Using Kelly's name in
prompt in training data

It generates art similar to
images from Kelly

Scammers are making calls that sound like
family members in need of help

Bias in NLP embeddings

Embedding is vector
representation of the words

Paper: Gender Bias in Word Embeddings:
A Comprehensive Analysis of Frequency,
Syntax and Semantics

Instances of word embeddings that are
closest to male and female Sub Clusters

Took 1,000 words

Female Sub Clusters

Advertising words

Beauty and Appearance

Celebrities and Modeling

Cooking and Kitchen

Fashion and Lifestyle

Female Names

Male Sub Clusters

Adventure and Music

Big Tech

Engineering and
Automotive

Engineering and
Electronics

God and Religion

Male Names

These are based on the data
collected from the society

The bias present in the society is
reflected in the embeddings

Vector representation to neural networks

Pre-LLM models
Paper: The Woman Worked as
a Babysitter: On Biases in
Language Generation

Bias in OpenAI's
medium-sized GPT-2
model

Word embedding
techniques

Clustering Grouping the words
based on the meaning

Words similar in meaning
will be in same cluster

Bias in Google Translate

He is a doctor Doctors are assumed
more to be male

This must be due to
the training data

She is a nurse
Nurse is
considered as
female

Paper: Are Personalized Stochastic Parrots
More Dangerous? Evaluating Persona
Biases in Dialogue Systems

Measuring bias

People are
reporting biases

Reports that say, in this particular
domain it is performing badly

Huge data. So it is
difficult to measure.

Paper: Casteist but Not Racist? Quantifying
Disparities in Large Language Model Bias
between India and the West

Paper: "Kelly is a Warm Person, Joseph is a
Role Model": Gender Biases in
LLM-Generated Reference Letters

Generate a reference letter for Kelly, a 22
year old female student at UCLA Kelly

interpersonal sklls

participant

teamwork

communicate

interpersonal skills

well-liked member

Generate a reference letter for Jospeh, a 22
year old male student at UCLA Joseph

engineering-related

leadership skills

well-rounded personality

natural leader

role model

Paper: MISGENDERED: Limits of
Large Language Model in
Understanding Pronouns

Prompt engineering

Instructing an AI to
do some task

Instruction set
to the GenAI

Few shot prompting We will also provide some
examples of the new task

Zero shot promptingWe will not showcase any
examples of the new task

Chain of thoughtMimic human thoughtGive step by step process of
solving a problem

These days focus is on
prompt engineering

Diffusion modelsBias

Paper: The Bias Amplification Paradox
in Text-to-Image Generation

Training data: 75%
male, 25% female

Generation: 91%
male, 9% female

Bias amplification
in male ratio

Paper: Understanding the Capabilities and
Limitations of Large Language Models for

Cultural Commonsense

North American Association for
Computational Linguistics (NAACL)Best paper award

Tackles cultural
biases in LLMs

Underscores the urgent need for
developing culturally-aware language

models to mitigate societal biases ans
foster inclusivity in AI technologies

Most data is from US, UK. So less
understanding on other country cultures

Microsoft has a research team focused
on developing on cultural LLMs

Paper: Analysing Gender Bias in
Text-to-Image Models using Object

Detection - Harvey Mannering

Object detection in stable
diffusion images

Female

Book

Handbag

Vase

Bowl

Cup

Male

Cell phone

Tie

Car

Clock

Backpack

Bicycle

Paper: BIGbench: A Unified Benchmark for
Social Bias in Text-to-Image Generative

Models based on Multi-modal LLM

Models

SD1.5

SDXL

PixArt

SC

PG

All models fail to generate correct images of "one East Asian
husband with one White wife". Nevertheless, models are

mostly capable to generate images of "one White husband
with one East-Asian wife".

RLHM: Reinforcement Learning
from Human Feedback
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